
race after technology

race after technology is a critical concept that explores how race and
technology intersect, influencing society, culture, and innovation. This
article delves into the historical and contemporary relationships between
racial dynamics and technological advancements, highlighting the impact of
systemic biases embedded in technological development. It examines the ways
technology can both perpetuate and challenge racial inequalities, focusing on
areas such as algorithmic bias, surveillance, and access to digital
resources. Understanding this complex interaction is essential for developing
equitable technology policies and fostering inclusive innovation. The
discussion further addresses the implications of race in emerging
technologies, including artificial intelligence and data science, emphasizing
the need for ethical frameworks. This article provides an in-depth analysis
of the race after technology phenomenon, its societal consequences, and
potential pathways toward more just technological futures. The following
sections outline key themes and considerations to guide this exploration.

The Historical Context of Race and Technology

Algorithmic Bias and Racial Disparities

Surveillance Technologies and Racial Profiling

Access to Technology and the Digital Divide

Emerging Technologies and Racial Equity

The Historical Context of Race and Technology

The relationship between race and technology has deep historical roots that
reflect broader social and political power structures. Throughout history,
technological innovations have often been influenced by prevailing racial
ideologies, shaping who benefits from advancements and who is marginalized.
From the industrial revolution to the digital age, technology has played a
role in both reinforcing and challenging racial hierarchies. The development
and deployment of technologies were frequently aligned with colonial and
segregationist policies, embedding racial biases in the systems themselves.
Understanding this historical context is crucial for analyzing contemporary
issues related to race after technology and recognizing patterns that persist
in modern technological landscapes.

Technological Development in the Era of Segregation

During periods of overt racial segregation, technology often served to
maintain discriminatory practices. For example, innovations in
transportation, housing, and communication were designed or utilized in ways
that perpetuated racial segregation and exclusion. Technologies such as
redlining algorithms and racially biased policing tools have historic
antecedents in these earlier systems. This era demonstrated how technology
could be manipulated to uphold systemic racism, influencing economic



opportunities and social mobility for marginalized communities.

The Role of Technology in Civil Rights Movements

Conversely, technology has also been instrumental in advancing racial
justice. The civil rights movements of the 20th century leveraged emerging
communication technologies, such as television and radio, to raise awareness
and mobilize support. These technologies helped document racial injustices
and expand the reach of activist messages, demonstrating technology’s
potential as a tool for empowerment and social change within the framework of
race after technology.

Algorithmic Bias and Racial Disparities

Algorithmic bias represents one of the most significant contemporary
challenges at the intersection of race and technology. Algorithms, which
underpin many digital systems, can inadvertently perpetuate racial
disparities if trained on biased data or designed without awareness of social
contexts. This phenomenon has profound implications for areas such as
criminal justice, hiring, lending, and healthcare, where algorithmic
decisions affect life outcomes. Addressing algorithmic bias is essential to
mitigating racial inequalities in the digital era and ensuring that
technology serves all communities equitably.

Sources of Algorithmic Bias

Algorithmic bias often arises from several sources including:

Biased training data that reflect historical inequalities or
discriminatory practices.

Flawed assumptions embedded in algorithm design or development
processes.

Lack of diversity among technology creators and decision-makers.

Insufficient testing and validation of algorithms across diverse
populations.

Recognizing these sources is the first step toward creating fairer algorithms
that do not exacerbate racial disparities.

Examples of Racial Disparities in Algorithmic
Decision-Making

Instances of racial bias in algorithms have been documented in various
sectors:

Facial recognition systems showing higher error rates for people of
color.



Predictive policing tools disproportionately targeting minority
neighborhoods.

Hiring algorithms screening out candidates from underrepresented racial
groups.

Credit scoring models disadvantaging applicants from marginalized
communities.

These examples illustrate the need for rigorous oversight and inclusive
design practices to combat bias.

Surveillance Technologies and Racial Profiling

Surveillance technologies have increasingly been linked to racial profiling,
raising concerns about privacy, civil liberties, and systemic discrimination.
The deployment of advanced surveillance tools often disproportionately
impacts racial minorities, reinforcing patterns of over-policing and social
control. The intersection of race after technology is evident in how these
tools are used, who is targeted, and the broader social implications of
surveillance on marginalized communities.

Facial Recognition and Its Impact on Communities of
Color

Facial recognition technology has been criticized for its higher false
positive rates among Black, Indigenous, and people of color (BIPOC). This
inaccuracy can lead to wrongful arrests and increased scrutiny, exacerbating
existing inequalities in law enforcement practices. The technology’s
deployment without adequate regulation raises ethical questions about
consent, transparency, and accountability.

Mass Surveillance and Racialized Social Control

Mass surveillance programs often disproportionately monitor and target
minority populations under the guise of security and crime prevention. This
practice contributes to a climate of fear and mistrust, undermining community
relationships with law enforcement and perpetuating systemic racial
injustices. The implications of mass surveillance highlight the crucial need
to evaluate technology policies through a racial equity lens.

Access to Technology and the Digital Divide

Access to technology remains unevenly distributed across racial and
socioeconomic lines, contributing to a persistent digital divide. This divide
affects educational opportunities, economic participation, healthcare access,
and civic engagement. In the context of race after technology, addressing
disparities in access is critical for ensuring that technological
advancements benefit all segments of society rather than reinforcing existing
inequalities.



Factors Contributing to the Digital Divide

The digital divide is influenced by multiple factors:

Economic barriers limiting the affordability of devices and internet
connectivity.

Geographic disparities, with rural and underserved urban communities
lacking infrastructure.

Educational inequalities affecting digital literacy and technology
skills.

Systemic marginalization that restricts access to technology resources.

Understanding these factors is essential for developing comprehensive
strategies to bridge the divide.

Efforts to Promote Digital Inclusion

Various initiatives aim to close the digital gap, including public-private
partnerships, community technology centers, and policy reforms focused on
expanding broadband access. These efforts recognize the importance of
equitable technology access in empowering marginalized racial groups and
fostering social inclusion. Ongoing investment and innovation are necessary
to sustain progress in digital equity.

Emerging Technologies and Racial Equity

Emerging technologies such as artificial intelligence, machine learning, and
big data analytics offer potential benefits but also pose risks related to
race and equity. The race after technology framework calls for proactive
engagement with ethical considerations to ensure that these innovations do
not replicate or deepen racial disparities. Incorporating diverse
perspectives and rigorous ethical standards is vital for guiding the
responsible development and deployment of emerging technologies.

AI Ethics and Inclusive Innovation

AI ethics emphasizes transparency, fairness, and accountability in technology
design. Inclusive innovation requires the participation of diverse
stakeholders, including racial minorities, in the creation and governance of
new technologies. This approach helps identify potential biases early and
fosters equitable outcomes.

Policy and Regulatory Approaches

Governments and institutions are increasingly considering policy frameworks
that address the intersection of race and technology. These include
regulations to prevent algorithmic discrimination, standards for data
privacy, and mandates for diversity in tech development teams. Effective
policies can mitigate risks and promote technology as a tool for social



justice.

Frequently Asked Questions

What is the main focus of the book 'Race After
Technology'?

The book 'Race After Technology' by Ruha Benjamin focuses on how technology
can perpetuate racial biases and inequalities, arguing that technological
systems often reinforce existing social hierarchies rather than eliminating
them.

How does 'Race After Technology' explain the
relationship between race and algorithms?

'Race After Technology' explains that algorithms are not neutral; they often
encode racial biases present in their design and data, leading to
discriminatory outcomes in areas like policing, hiring, and lending.

What examples does 'Race After Technology' provide to
illustrate racial bias in technology?

The book provides examples such as facial recognition systems misidentifying
people of color, predictive policing tools targeting minority communities,
and hiring algorithms that disadvantage marginalized groups.

How can we address the issues of racial bias in
technology according to 'Race After Technology'?

'Race After Technology' advocates for integrating social justice principles
into the design and deployment of technology, promoting accountability,
transparency, and inclusive participation to mitigate racial biases.

What role does the concept of 'the New Jim Code' play
in 'Race After Technology'?

Ruha Benjamin introduces the concept of 'the New Jim Code' to describe how
discriminatory social structures are encoded into technological systems,
leading to new forms of racial discrimination that appear objective and
technical.

Why is it important to consider race when developing
technological systems, based on insights from 'Race
After Technology'?

Considering race is crucial because ignoring it allows existing racial
inequalities to be embedded and amplified in technological systems,
perpetuating injustice and limiting equitable access to technology's
benefits.



How has 'Race After Technology' influenced
discussions on ethics in AI and machine learning?

The book has significantly influenced discussions by highlighting the need
for ethical frameworks that address racial justice, encouraging developers
and policymakers to critically examine biases and power dynamics in AI and
machine learning.

Additional Resources
1. Race After Technology: Abolitionist Tools for the New Jim Code by Ruha
Benjamin
This foundational text explores how emerging technologies can perpetuate
racial biases and systemic inequalities under the guise of neutrality. Ruha
Benjamin introduces the concept of the "New Jim Code," where racial
discrimination is embedded in algorithms and digital systems. The book calls
for an abolitionist framework to redesign technology in ways that promote
social justice and equity.

2. Algorithms of Oppression: How Search Engines Reinforce Racism by Safiya
Umoja Noble
Noble investigates how search engine algorithms, particularly Google,
reproduce racist and sexist biases. She reveals how these technologies
reflect and amplify societal prejudices, especially against marginalized
communities. The book challenges the notion of technological objectivity and
urges for accountability in algorithm design.

3. Technicolor: Race, Technology, and Everyday Life by Alondra Nelson
This book examines the intersection of race and technology in everyday
contexts, from digital media to biotechnology. Nelson discusses how race
shapes technological development and usage, influencing identity and social
dynamics. The work highlights the cultural and political implications of
racialized technology.

4. Black Software: The Internet & Racial Justice, from the AfroNet to Black
Lives Matter by Charlton D. McIlwain
McIlwain traces the history of Black involvement in the development of the
internet and digital activism. The book shows how Black communities have used
technology to resist oppression and advocate for racial justice. It
highlights the ongoing struggle to harness digital tools for empowerment.

5. Race in Cyberspace edited by Beth E. Kolko, Lisa Nakamura, and Gilbert B.
Rodman
This anthology presents diverse perspectives on how race is constructed and
contested in online spaces. Contributors analyze social media, gaming, and
virtual environments to uncover racial dynamics and digital inequalities. The
collection emphasizes the importance of understanding race in the digital
age.

6. Automating Inequality: How High-Tech Tools Profile, Police, and Punish the
Poor by Virginia Eubanks
Eubanks explores how automated systems in social services reinforce economic
and racial disparities. The book documents the impact of data-driven
technologies on marginalized populations, often leading to increased
surveillance and exclusion. It critiques the myth of technological neutrality
and calls for more humane policy approaches.



7. Data and Goliath: The Hidden Battles to Collect Your Data and Control Your
World by Bruce Schneier
While broadly about data privacy, Schneier addresses how surveillance
technologies disproportionately affect racial minorities. The book explains
the power dynamics behind data collection and the implications for civil
rights. It encourages readers to consider the intersection of technology,
privacy, and social justice.

8. Race and Technology: A Reader edited by Lisa Nakamura and Peter A. Chow-
White
This comprehensive reader compiles key essays on the relationship between
race and various technological forms. Topics include digital culture,
cyberactivism, and racial representation in tech industries. The collection
is essential for understanding how racial meanings are produced and contested
through technology.

9. Surveillance, Race, and Technology: Policing and Power in the Digital Age
by Simone Browne
Browne investigates the role of surveillance technologies in reinforcing
racial hierarchies and state control. The book connects historical practices
of racial surveillance to contemporary digital monitoring. It offers critical
insight into the intersections of race, technology, and power structures.
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  race after technology: Race After Technology Ruha Benjamin, 2019-07-09 From everyday
apps to complex algorithms, Ruha Benjamin cuts through tech-industry hype to understand how
emerging technologies can reinforce White supremacy and deepen social inequity. Benjamin argues
that automation, far from being a sinister story of racist programmers scheming on the dark web,
has the potential to hide, speed up, and deepen discrimination while appearing neutral and even
benevolent when compared to the racism of a previous era. Presenting the concept of the “New Jim
Code,” she shows how a range of discriminatory designs encode inequity by explicitly amplifying
racial hierarchies; by ignoring but thereby replicating social divisions; or by aiming to fix racial bias
but ultimately doing quite the opposite. Moreover, she makes a compelling case for race itself as a
kind of technology, designed to stratify and sanctify social injustice in the architecture of everyday
life. This illuminating guide provides conceptual tools for decoding tech promises with sociologically
informed skepticism. In doing so, it challenges us to question not only the technologies we are sold
but also the ones we ourselves manufacture. Visit the book's free Discussion Guide:
www.dropbox.com
  race after technology: Summary of Ruha Benjamin's Race After Technology Everest
Media,, 2022-04-04T22:59:00Z Please note: This is a companion version & not the original book.
Sample Book Insights: #1 The Beauty AI initiative involved a few straightforward steps: contestants
download the Beauty AI app, make a selfie, and submit it to the robot jury. The robot jury chooses a
king and a queen. News spreads around the world. #2 Deep learning is a subfield of machine
learning that uses depth to describe the layers of abstraction a computer program makes as it learns
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more complicated concepts. It is used for image recognition, speech recognition, natural language
processing, video game and board game programs, and even medical diagnosis. #3 The development
of Beauty AI is just an example of how race is a form of technology. It extends beyond just
attractiveness and into questions of health, intelligence, criminality, employment, and many other
fields. #4 Racist robots represent a much broader process: social bias embedded in technical
artifacts, the allure of objectivity without public accountability.
  race after technology: Not My Type Apryl Williams, 2024-02-06 In the world of online dating,
race-based discrimination is not only tolerated, but encouraged as part of a pervasive belief that it is
simply a neutral, personal choice about one's romantic partner. Indeed, it is so much a part of our
inherited wisdom about dating and romance that it actually directs the algorithmic infrastructures of
most major online dating platforms, such that they openly reproduce racist and sexist hierarchies. In
Not My Type: Automating Sexual Racism in Online Dating, Apryl Williams presents a socio-technical
exploration of dating platforms' algorithms, their lack of transparency, the legal and ethical
discourse in these companies' community guidelines, and accounts from individual users in order to
argue that sexual racism is a central feature of today's online dating culture. She discusses this
reality in the context of facial recognition and sorting software as well as user experiences, drawing
parallels to the long history of eugenics and banned interracial partnerships. Ultimately, Williams
calls for, both a reconceptualization of the technology and policies that govern dating agencies, and
also a reexamination of sociocultural beliefs about attraction, beauty, and desirability.
  race after technology: Algorithmic Culture Soonkwan Hong, Stefka Hristova, Jennifer Daryl
Slack, 2020-11-24 Algorithmic Culture: How Big Data and Artificial Intelligence are Transforming
Everyday Life explores the complex ways in which algorithms and big data, or algorithmic culture,
are simultaneously reshaping everyday culture while perpetuating inequality and intersectional
discrimination. Contributors situate issues of humanity, identity, and culture in relation to free will,
surveillance, capitalism, neoliberalism, consumerism, solipsism, and creativity, offering a critique of
the myriad constraints enacted by algorithms. This book argues that consumers are undergoing an
ontological overhaul due to the enhanced manipulability and increasingly mandatory nature of
algorithms in the market, while also positing that algorithms may help navigate through chaos that
is intrinsically present in the market democracy. Ultimately, Algorithmic Culture calls attention to
the present-day cultural landscape as a whole as it has been reconfigured and re-presented by
algorithms.
  race after technology: Desert, Wilderness, Wasteland, and Word Jacques Ellul, 2024-09-26
Desert, Wilderness, Wasteland and Word examines the significance of the desert from biblical,
theological, and ethical perspectives. This is achieved primarily through the publication of Jacques
Ellul's recently discovered, newly translated essay, which considers the theology of the desert.
Prefaced by an enlightening introduction, and five incendiary essays which critically reflect on
Ellul's work, this volume offers a fresh, provocative insight into Jacques Ellul's writing. Illuminating
the relevance of Ellul's work for our present, Desert, Wilderness, Wasteland and Word offers readers
an encounter with a new, revitalising biblical word.
  race after technology: Race After the Internet Lisa Nakamura, Peter Chow-White, 2013-07-03
In Race After the Internet, Lisa Nakamura and Peter Chow-White bring together a collection of
interdisciplinary, forward-looking essays exploring the complex role that digital media technologies
play in shaping our ideas about race. Contributors interrogate changing ideas of race within the
context of an increasingly digitally mediatized cultural and informational landscape. Using social
scientific, rhetorical, textual, and ethnographic approaches, these essays show how new and old
styles of race as code, interaction, and image are played out within digital networks of power and
privilege. Race After the Internet includes essays on the shifting terrain of racial identity and its
connections to social media technologies like Facebook and MySpace, popular online games like
World of Warcraft, YouTube and viral video, WiFi infrastructure, the One Laptop Per Child (OLPC)
program, genetic ancestry testing, and DNA databases in health and law enforcement. Contributors
also investigate the ways in which racial profiling and a culture of racialized surveillance arise from



the confluence of digital data and rapid developments in biotechnology. This collection aims to
broaden the definition of the digital divide in order to convey a more nuanced understanding of
access, usage, meaning, participation, and production of digital media technology in light of racial
inequality. Contributors: danah boyd, Peter Chow-White, Wendy Chun, Sasha Costanza-Chock, Troy
Duster, Anna Everett, Rayvon Fouché, Alexander Galloway, Oscar Gandy, Eszter Hargittai, Jeong
Won Hwang, Curtis Marez, Tara McPherson, Alondra Nelson, Christian Sandvig, Ernest Wilson
  race after technology: The Black Experience in Design Anne H. Berry, Kareem Collie,
Penina Acayo Laker, Lesley-Ann Noel, Jennifer Rittner, Kelly Walters, 2022-02-01 The Black
Experience in Design spotlights teaching practices, research, stories, and conversations from a
Black/African diasporic lens. Excluded from traditional design history and educational canons that
heavily favor European modernist influences, the work and experiences of Black designers have
been systematically overlooked in the profession for decades. However, given the national focus on
diversity, equity, and inclusion in the aftermath of the nationwide Black Lives Matter protests in the
United States, educators, practitioners, and students now have the opportunity—as well as the social
and political momentum—to make long-term, systemic changes in design education, research, and
practice, reclaiming the contributions of Black designers in the process. The Black Experience in
Design, an anthology centering a range of perspectives, spotlights teaching practices, research,
stories, and conversations from a Black/African diasporic lens. Through the voices represented, this
text exemplifies the inherently collaborative and multidisciplinary nature of design, providing access
to ideas and topics for a variety of audiences, meeting people as they are and wherever they are in
their knowledge about design. Ultimately, The Black Experience in Design serves as both inspiration
and a catalyst for the next generation of creative minds tasked with imagining, shaping, and
designing our future.
  race after technology: EMERGING TRAJECTORIES IN LITERATURE AND LANGUAGE
RESEARCH DR. P. ATHAHAR, DR. S. MOHANKUMAR, DR. R. SRIGANESH, DR. K. SHAHEEN, DR.
SURESH CHIMATA, This book titled Emerging Trajectories in Literature and Language Research
offers a compelling exploration of how language connects people, cultures, and ideas across
boundaries. It sees language not just as a communication tool, but as a reflection of who we are,
embodying our identities, dreams, thoughts, language, and cultural narratives. The book is a
collection of selected articles submitted as part of International Conference and Workshops on
Language and Literature (ICWLL) – 2025 which was organized by Department of English & Foreign
Languages, Madanapalle Institute of Technology & Science (MITS) on May 29 and 30, 2025. As the
fields of language and literature continually evolve, this book brings together voices from diverse
backgrounds to examine four key areas: • Language Teaching: Exploring innovative methods that
promote both fluency and cultural sensitivity in learners. • Literature: Reflecting on literary
works—from classics to modern narratives—and how they deepen our understanding of human
experiences. • Cultural Studies: Investigating how culture shapes language and literature,
highlighting the importance of intercultural perspectives. • Linguistics: Diving into the structural
and social dimensions of language to better understand its mechanics and evolution. This book is a
collection of passionate insights, scholarly depth, and a celebration of diversity in approach and
thought. Readers are invited on a thoughtful journey through change and discovery, united by a
common passion for language and its transformative power.
  race after technology: Terms of Servitude Omar Zahzah, 2025-09-16 This groundbreaking
book documents how digital platforms and technology companies based in the United States support
the Israeli settler-colonial project through censorship. Terms of Servitude demonstrates how social
media has become a new tool of anti-Palestinian suppression even though these platforms were
initially instrumental in advancing the Palestinian struggle. Features an introduction by Steven
Salaita, Professor of English and Comparative Literature at the American University in Cairo. [Terms
of Servitude is a joint production of The Censored Press and Seven Stories Press.] Terms of
Servitude explores the paradox whereby prominent digital platforms like Meta, Google, and X that
initially facilitated the expression of activism and advocacy for Palestinian liberation have come to



fortify Zionist settler-colonialism. Through anti-Palestinian censorship and erasure often justified by
so-called “terms of service” or “community standards” violations, these Big Tech companies provide
the Israeli occupation forces with AI technology and metadata used to streamline genocidal colonial
violence against Palestinians. Through original analysis and careful documentation, Omar Zahzah,
Assistant Professor of Arab, Muslim, Ethnicities and Diasporas (AMED) Studies at San Francisco
State University, traces the timeline from the Sheikh Jarrah uprisings of 2021 to the beginning of
October 2023 to the most current developments to explain social media’s role in advancing and
suppressing Palestinian narratives. This revealing and alarming book explores what makes
anti-colonial counter-narratives across digital platforms so urgent, and what resistance can and must
mean in light of the consolidation of Big Tech with Israeli colonialism and genocide.
  race after technology: Race After the Internet Lisa Nakamura, Peter Chow-White,
2013-07-03 In Race After the Internet, Lisa Nakamura and Peter Chow-White bring together a
collection of interdisciplinary, forward-looking essays exploring the complex role that digital media
technologies play in shaping our ideas about race. Contributors interrogate changing ideas of race
within the context of an increasingly digitally mediatized cultural and informational landscape.
Using social scientific, rhetorical, textual, and ethnographic approaches, these essays show how new
and old styles of race as code, interaction, and image are played out within digital networks of power
and privilege. Race After the Internet includes essays on the shifting terrain of racial identity and its
connections to social media technologies like Facebook and MySpace, popular online games like
World of Warcraft, YouTube and viral video, WiFi infrastructure, the One Laptop Per Child (OLPC)
program, genetic ancestry testing, and DNA databases in health and law enforcement. Contributors
also investigate the ways in which racial profiling and a culture of racialized surveillance arise from
the confluence of digital data and rapid developments in biotechnology. This collection aims to
broaden the definition of the digital divide in order to convey a more nuanced understanding of
access, usage, meaning, participation, and production of digital media technology in light of racial
inequality. Contributors: danah boyd, Peter Chow-White, Wendy Chun, Sasha Costanza-Chock, Troy
Duster, Anna Everett, Rayvon Fouché, Alexander Galloway, Oscar Gandy, Eszter Hargittai, Jeong
Won Hwang, Curtis Marez, Tara McPherson, Alondra Nelson, Christian Sandvig, Ernest Wilson
  race after technology: Push Mike D'Errico, 2022 Push: Software Design and the Cultural
Politics of Music Production shows how changes in the design of music software in the first decades
of the twenty-first century shaped the production techniques and performance practices of artists
working across media, from hip-hop and electronic dance music to video games and mobile apps.
Emerging alongside developments in digital music distribution such as peer-to-peer file sharing and
the MP3 format, digital audio workstations like FL Studio and Ableton Live introduced design
affordances that encouraged rapid music creation workflows through flashy, user-friendly interfaces.
Meanwhile, software such as Avid's Pro Tools attempted to protect its status as the industry
standard, professional DAW of choice by incorporating design elements from pre-digital music
technologies. Other software, like Cycling 74's Max, asserted its alterity to commercial DAWs by
presenting users with nothing but a blank screen. These are more than just aesthetic design choices.
Push examines the social, cultural, and political values designed into music software, and how those
values become embodied by musical communities through production and performance. It reveals
ties between the maximalist design of FL Studio, skeuomorphic design in Pro Tools, and gender
inequity in the music products industry. It connects the computational thinking required by Max, as
well as iZotope's innovations in artificial intelligence, with the cultural politics of Silicon Valley's
design thinking. Finally, it thinks through what happens when software becomes hardware, and
users externalize their screens through the use of MIDI controllers, mobile media, and video game
controllers. Amidst the perpetual upgrade culture of music technology, Push provides a model for
understanding software as a microcosm for the increasing convergence of globalization, neoliberal
capitalism, and techno-utopianism that has come to define our digital lives.
  race after technology: Honest Errors? Combat Decision-Making 75 Years After the
Hostage Case Nobuo Hayashi, Carola Lingaas, 2023-10-03 This book marks the 75th anniversary of



the 1948 Hostage Case in which a US military tribunal in Nuremberg acquitted General Lothar
Rendulic of devastating Northern Norway on account of his honest factual error. The volume
critically reappraises the law and facts underlying his trial, the no second-guessing rule in
customary international humanitarian law (IHL) that is named after the general himself, and the
assessment of modern battlefield decisions. Using recently discovered documents, this volume casts
major doubts on Rendulic’s claim that he considered the region’s total devastation and the forcible
evacuation of all of its inhabitants imperatively demanded by military necessity at the time. This
book’s analysis of court records reveals how the tribunal failed to examine relevant facts or explain
the Rendulic Rule’s legal origin. This anthology shows that, despite the Hostage Case’s ambiguity
and occasional suggestions to the contrary, objective reasonableness forms part of the reasonable
commander test under IHL and the mistake of fact defence under international criminal law (ICL) to
which the rule has given rise. This collection also identifies modern warfare’s
characteristics—human judgment, de-empathetic battlespace, and institutional bias—that may make
it problematic to deem some errors both honest and reasonable. The Rendulic Rule embodies an
otherwise firmly established admonition against judging contentious battlefield decisions with
hindsight. Nevertheless, it was born of a factually ill-suited case and continues to raise significant
legal as well as ethical challenges today. The most comprehensive study of the Rendulic Rule ever to
appear in English, this multi-disciplinary anthology will appeal to researchers and practitioners of
IHL and ICL, as well as military historians and military ethicists and offers ground-breaking new
research. Nobuo Hayashi is affiliated to the Centre for International and Operational Law at the
Swedish Defence University in Stockholm, Sweden. Carola Lingaas is affiliated to the Faculty of
Social Studies at VID Specialized University in Oslo, Norway.
  race after technology: On Black Media Philosophy Armond R. Towns, 2022-03-01 Who is the
human in media philosophy? Although media philosophers have argued since the twentieth century
that media are fundamental to being human, this question has not been explicitly asked and
answered in the field. Armond R. Towns demonstrates that humanity in media philosophy has
implicitly referred to a social Darwinian understanding of the human as a Western, white, male,
capitalist figure. Building on concepts from Black studies and cultural studies, Towns develops an
insightful critique of this dominant conception of the human in media philosophy and introduces a
foundation for Black media philosophy. Delving into the narratives of the Underground Railroad, the
politics of the Black Panther Party, and the digitization of Michael Brown’s killing, On Black Media
Philosophy deftly illustrates that media are not only important for Western Humanity but central to
alternative Black epistemologies and other ways of being human.
  race after technology: Informatics of Domination Zach Blas, Melody Jue, Jennifer Rhee,
2025-03-07 Informatics of Domination is an experimental collection addressing formations of power
that manifest through technical systems and white capitalist patriarchy in the twenty-first century.
The volume takes its name from a chart in Donna J. Haraway’s canonical 1985 essay “A Manifesto
for Cyborgs.” Haraway theorizes the informatics of domination as a feminist, diagrammatic concept
for situating power and a world system from which the figure of the cyborg emerges. Informatics of
Domination builds on Haraway’s chart as an open structure for thought, inviting fifty scholars,
artists, and creative writers to unfold new perspectives. Their writings take on a variety of forms,
such as essays on artificial intelligence, disability and protest, and transpacific imaginaries;
conversations with an AI trained on Black oral history; a three-dimensional response to Mexico-US
border tensions; hand-drawn images on queer autotheory; ecological fictions about gut microbiomes
and wet markets; and more. Together, the writings take up the unfinished structure of the chart in
order to proliferate critiques of white capitalist patriarchal power with the study of information
systems, networks, and computation today. This volume includes an afterword by Haraway.
Contributors. Dalida María Benfield, Zach Blas, Ama Josephine Budge Johnstone, micha cárdenas,
Amy Sara Carroll, Shu Lea Cheang, Jian Neo Chen, Heather Dewey-Hagborg, Ranjodh Singh
Dhaliwal, Stephanie Dinkins, Ricardo Dominguez, Ashley Ferro-Murray, Matthew Fuller, Jacob
Gaboury, Jennifer Gabrys, Alexander R. Galloway, Jennifer Mae Hamilton, Donna J. Haraway, Eva



Hayward, Stefan Helmreich, Kathy High, Leon J. Hilton, Ho Rui An, Hi'ilei Julia
Kawehipuaakahaopulani Hobart, Tung-Hui Hu, Caroline A. Jones, Melody Jue, Homay King, Larissa
Lai, Lawrence Lek, Esther Leslie, Alexis Lothian, Isadora Neves Marques, Radha May (Elisa
Giardina-Papa, Nupur Mathur, and Bathsheba Okwenje), Shaka McGlotten, Mahan Moalemi,
madison moore, Astrida Neimanis, Bahar Noorizadeh, Luciana Parisi, Thao Phan, Ana Teixeira Pinto,
Luiza Prado de O. Martins, Rita Raley, Patricia Reed, Jennifer Rhee, Bassem Saad, Ashkan
Sepahvand, Justin Talplacido Shoulder, Lucy Suchman, Ollie Zhang
  race after technology: Criminalizing Intimate Image Abuse Gian Marco Caletti, Kolis
Summerer, 2024-01-12 Intimate image abuse is a recent, endemic phenomenon which raises
multiple legal issues and presents a significant challenge for the traditional institutions of law and
criminal justice. The nature of this phenomenon requires considering the traditional complexities of
regulating privacy, sexual offences, and cybercrimes, alongside the social and cultural issue of what
may be considered 'intimate', 'private', or indeed 'sexual'. Since the harm experienced by victims of
intimate image abuse is particularly serious and involves disparate legal interests, criminal law has
been invoked as one of the solutions, but it is unclear what its role and limits should be. The law's
approach should avoid any moralistic attitude, trying to achieve a balance between sexual autonomy
and the protection of sexual privacy. At the same time, the needs of criminalization must be
balanced with the traditional principles of criminal law. Criminalizing Intimate Image Abuse strives
primarily to generate new conceptual and theoretical frameworks to address the legal responses to
this phenomenon, by bringing together a number of scholars involved in the study of intimate image
abuse over recent years. This volume compares the solutions developed in different legal systems.
The perspective is mainly focused on the comparison between the Anglo-American criminalization
model and that of continental Europe, but there are also overviews of the criminalization trends in
Asian and Latin American countries. Once the criminalization of intimate image abuse, as well as its
theoretical and practical limits, have been established, the analysis focuses on possible new legal
strategies, complementary or alternative to traditional criminal justice, such as restorative justice.
Finally, in order to achieve an effective safeguard for victim-survivors, the book deals with the role
of Internet Service Providers and bystanders in preventing intimate image abuse.
  race after technology: Technology Review , 1922
  race after technology: Mitigating Bias in Machine Learning Carlotta A. Berry, Brandeis
Hill Marshall, 2024-10-18 This practical guide shows, step by step, how to use machine learning to
carry out actionable decisions that do not discriminate based on numerous human factors, including
ethnicity and gender. The authors examine the many kinds of bias that occur in the field today and
provide mitigation strategies that are ready to deploy across a wide range of technologies,
applications, and industries. Edited by engineering and computing experts, Mitigating Bias in
Machine Learning includes contributions from recognized scholars and professionals working across
different artificial intelligence sectors. Each chapter addresses a different topic and real-world case
studies are featured throughout that highlight discriminatory machine learning practices and clearly
show how they were reduced. Mitigating Bias in Machine Learning addresses: Ethical and Societal
Implications of Machine Learning Social Media and Health Information Dissemination Comparative
Case Study of Fairness Toolkits Bias Mitigation in Hate Speech Detection Unintended Systematic
Biases in Natural Language Processing Combating Bias in Large Language Models Recognizing Bias
in Medical Machine Learning and AI Models Machine Learning Bias in Healthcare Achieving
Systemic Equity in Socioecological Systems Community Engagement for Machine Learning
  race after technology: SAIS Review , 1985 Dedicated to advancing the debate on leading
contemporary issues of world affairs. Seeks to bring a fresh and policy-relevant perspective to global
political, economic, and security questions.
  race after technology: Armies & Weapons , 1978
  race after technology: The Atlantic Community Quarterly , 1985
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